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Abstract: 

 

This study discusses the impact of artificial intelligence (AI) technologies on social media 

platforms through the creation and distribution of fake content and how this affects user 

trust. One of the key technologies highlighted in the study is “Deepfake,” which uses AI to 

replace faces or voices in images or videos with fake ones, making it difficult to distinguish 

between real and fabricated content. This technology poses a significant threat to the 

credibility of information shared on digital media. Fake content relies on complex 

algorithms, trained to mimic human facial expressions, voices, and movements with 

extreme accuracy, causing users to question the reliability of the information they see 

online. The study explores how these technologies influence user trust in the content they 

encounter on social media platforms. With the rapid spread of false information and its 

increasing use, these platforms have become fertile ground for the proliferation of fake and 

misleading news. The research notes that users vary in their ability to detect this fake 

content, with some becoming more skeptical and cautious, while others are quick to believe 

information without verifying its authenticity. Furthermore, the study examines the social 

and psychological aspects of AI’s impact on user behavior and how these technologies can 

erode trust in digital information sources, contributing to social divisions and general 

misinformation. The study suggests technical and managerial solutions to counter this 

phenomenon, including enhancing the use of AI technologies to detect, rather than solely 

produce, fake content. It also emphasizes the importance of establishing ethical standards 
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for the use of AI in media production, as well as increasing awareness of these technologies 

and how to identify fake content. The significance of this study lies in its in-depth 

understanding of AI’s impact on digital society and identifying mechanisms to combat the 

spread of fake content. It also provides a set of recommendations for media institutions and 

communities to enhance the credibility of information and improve public awareness of the 

dangers posed by these technologies. Based on the study’s findings, there is an urgent need 

to develop new tools and technologies to detect fake content and improve user trust in 

social media platforms. The impact of these technologies is not limited to individuals but 

extends to influence society by distorting public opinion and manipulating information. The 

study highlights the need for coordinated efforts between technological, media, and legal 

sectors to mitigate the negative effects of this growing phenomenon. 

 

Keywords: Artificial Intelligence; Fake Content; Social Media Platforms; User Trust; Deep Fake. 

1 Introduction  

Digital media has transformed the creation, sharing, and consumption of information in the 

digital landscape. Its integration with social media platforms has streamlined content 

dissemination, creation, and delivery. Social media platforms play a pivotal role in 

influencing and shaping public opinion on a range of issues. However, the instantaneous 

nature of social media raises concerns about the accuracy of information, the potential for 

misinformation, and the reliability of user feedback. Understanding the influence of digital 

media is essential for navigating the complexities of the digital environment (Dolega, 

Rowe, & Branagan, 2021). 

The incorporation of artificial intelligence (AI) in social media has significantly enhanced 

platform efficiency, benefiting startups and communities by creating spaces for interaction 

and service exchange. AI serves as a foundational component of social media, enabling the 

delivery of more efficient and effective services. Furthermore, AI contributes to 

safeguarding user and organizational data privacy through advanced monitoring and 

machine learning techniques (Al-Ghamdi, 2021). 

The communications and internet revolution has further amplified the application of AI 

across various domains, including government, social, and economic services. AI has been 

leveraged for data analysis, decision-making, automation, education, training, enhancing 

user experiences, and even prediction and strategic planning. In government services, for 

instance, AI has the potential to drive development, especially in low-income nations, by 

improving efficiency and increasing initial salaries (Alhashmi, 2024). 

However, AI's advancements have also introduced challenges, such as the rise of deep-fake 

technology. This involves the use of AI to merge images, videos, and audio to create highly 

realistic but fabricated content. These technologies can mimic facial expressions, voices, 

and behaviors with a level of realism that makes distinguishing between fabricated and 

genuine content increasingly difficult. Deepfake technology allows the alteration of faces or 

voices to depict individuals saying or doing things that never occurred (Al-Babli, 2023). 
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This paper explores the use of artificial intelligence in generating fake content on social 

media platforms and examines its impact on users' trust. By delving into the ethical, 

technical, and social dimensions of this phenomenon, the study aims to provide insights 

into mitigating the negative implications of AI-generated misinformation. 

2 Using artificial intelligence in SNS 

Artificial intelligence (AI) is widely utilized across various fields, with a significant 

presence in the realm of media, particularly on social networking platforms. AI 

technologies are leveraged in numerous ways, including analyzing user behavior, 

processing platform data, and identifying emerging trends by employing predictive tools. 

Prominent social networking companies such as Facebook, X (formerly Twitter), and 

LinkedIn have integrated AI applications to enhance their operations. AI technologies on 

these platforms are implemented through various mechanisms, such as chatbots, blockchain 

technology, big data analysis, and image recognition tools. While these AI-driven 

technologies offer benefits like improved efficiency, automation, round-the-clock 

availability, and personalized user experiences, they also raise concerns about reduced 

human interaction, unequal access to technology, privacy and security risks, and potential 

job displacement (Kemp, 2024; Rabie & Abdel Fattah, 2024). 

 

Deepfake Technology Using Artificial Intelligence 

Deepfake technology employs AI to create deceptive content by altering visual and 

auditory elements. This process involves three primary stages: alignment, training, and 

merging, using sophisticated algorithms. For instance, deepfakes can replace faces or 

voices in videos to depict individuals performing actions or speaking words that never 

occurred, or they can generate entirely artificial faces and bodies. 

Alignment: 

This stage focuses on replacing the subject's face in a video using targeted images. It 

involves precisely identifying the face’s location and dimensions, often utilizing techniques 

like the Histogram of Oriented Gradients (HOG), which analyzes each pixel to determine 

its orientation (Al-Babli, 2023). 

Training: 

In this stage, facial image extracts are used to train an autoencoder. The encoder 

compresses facial images into reduced data, while the decoder reconstructs the original 

image from this compressed information (Mahjoub, 2023). 

Merging: 

The final stage modifies the original images using the extracted data, resulting in a 

manipulated video. This process generates high-quality fake videos that are difficult to 

differentiate from authentic ones (Lujain & Abdel Nasser, 2023). 

Deepfake techniques span various forms, including face swaps in videos, voice 

manipulations, still image falsifications, and 3D deepfakes. They also integrate audio with 

video, producing highly convincing fake content (Abdelsalam, 2023; Al-Obaidi, 2021). 

Detecting and Responding to Fake Content 
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Despite their sophistication, deepfakes can be detected through advanced techniques. These 

include analyzing videos and images for visual inconsistencies, assessing audio for subtle 

tonal variations, applying biological markers, and using temporal and spatial analysis. 

Additional tools, such as generative network techniques, further enhance detection 

capabilities (Al-Bayoumi, 2023; Passos, 2024). 

User Behavior Towards Deepfake Content 

User responses to deepfake content vary based on awareness and prior experience. Some 

users quickly believe high-quality fake content due to its realistic production, making it 

difficult to discern its authenticity. Conversely, a growing segment of users has become 

more cautious, particularly in politically or media-sensitive contexts. These users often rely 

on trusted sources to verify the credibility of content presented to them (Kaate et al., 2023). 

This section underscores the dual role of AI in social media platforms, both as a tool for 

enhancement and a potential source of manipulation. The varying user responses highlight 

the need for greater awareness and reliable detection methods to mitigate the impact of AI-

generated fake content on trust. 

3 Literature Review 

3.1 How Artificial Intelligence Facilitates Deepfake Technology 

The study by Hasan Abir et al. (2022) examined the effectiveness of deep learning 

techniques in detecting fake images and evaluated the accuracy of interpretable artificial 

intelligence methods in this domain. Using a deep learning approach and quantitative 

analysis, the study applied Convolutional Neural Networks (CNNs) alongside interpretation 

tools such as SHAP and LIME. The study analyzed a dataset of fake and real images 

collected from multiple sources. The results demonstrated that deep learning techniques 

effectively identified fake images, while interpretable AI methods enhanced transparency 

by clarifying the model’s decision-making processes. This, in turn, increased users' trust in 

automated systems for detecting image manipulation. 

 

Hanif and Dave (2022) assessed the risks and benefits associated with deep-fake 

technology using a descriptive analytical approach, with data collected via questionnaires 

and interviews. Their study targeted media, technology, and social specialists, comprising a 

sample of 100 participants. Results highlighted the growing necessity for legislation to 

protect individuals from deepfake risks and the importance of educating the public on 

identifying manipulated content. 

 

Al-Suwaileh (2023) investigated the role of the internet and cyberspace in propagating 

psychological warfare and rumors, relying on a descriptive analytical approach. By 

analyzing the spread of electronic rumors and their effects through social media, the study 

revealed that rumors and misinformation have become tools of fifth-generation warfare, 

harming societies through digital platforms. 

Mahjoub (2023) explored deepfake methods and the efforts of Sudanese media 
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professionals to combat fake content. Using a descriptive survey approach, the study 

focused on media institutions in Khartoum. Results showed that Sudanese media 

organizations use digital tools to counter fake content but are hindered by the lack of strict 

laws and media professionals' limited responses to such content. 

Amr (2024) employed a descriptive approach to investigate how artificial intelligence 

facilitates media image manipulation through deep-fake technologies. The study revealed 

that the misuse of AI weakens the credibility of media imagery, promotes the spread of 

rumors, and normalizes the denial of authentic events. 

 

3.2 Fake Content on Social Media Platforms and Its Impact on Users' Trust 

The study by Femi Olan et al. (2022) analyzed how fake content influence’s public opinion 

and social behaviors. Relying on a descriptive analytical approach, the study involved 200 

social media users. Results highlighted that fake content exacerbates social divisions, 

undermines trust in media sources, and negatively impacts decision-making processes. 

Similarly, the study by Al-Naghi and Al-Naghi (2022) explored social media users' 

awareness of deepfake threats and their safe usage of such platforms. Using a media survey 

approach and digital questionnaires, the study sampled 600 users. Findings revealed a direct 

relationship between awareness of deepfake threats and safe social media usage, while 

confidence in detecting deepfakes inversely correlated with users' safety practices. 

Additionally, perceptions of threat varied based on demographic factors such as geography, 

gender, and education level. 

Hatamleh et al. (2023) investigated how trust in social media influences the quality of 

social relationships. Using quantitative analysis and questionnaires, the study surveyed 300 

users in Riyadh. Results demonstrated that trust in social platforms fosters stronger social 

ties and enhances positive interactions among users. 

Ahmed Shehata et al. (2023) examined how misinformation on social media during the 

COVID-19 pandemic affected the Omani public's behavior and the government's response. 

The study used a quantitative survey approach with data collected from 15 WhatsApp users 

across Oman. Findings revealed that misinformation heightened anxiety and impaired users' 

decision-making, demonstrating their exposure to false information while browsing social 

media. 

Tung and Lan (2024) analyzed university students' awareness of content authenticity and 

trust in social media, focusing on TikTok users. Using a quantitative approach, the study 

surveyed 300 students. Results indicated low trust in TikTok content but growing 

awareness of the importance of verifying information sources. 

 

Commentary on Studies 

The reviewed studies provide valuable insights into deep-fake technology and its 

implications for media, social platforms, and user behavior. Combining qualitative and 

quantitative approaches, the research addresses technical aspects of detecting fake content 

and examines the social and psychological risks posed by its proliferation. 

A recurring theme across studies is the need to address the multifaceted challenges posed 

by deep-fake technology. These challenges extend beyond technical detection to encompass 
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social and psychological dimensions, such as eroding trust in digital media and influencing 

societal behaviors. The studies emphasize the urgency of developing robust fake content 

detection methods, with a focus on transparency and understanding algorithmic processes. 

Additionally, the research highlights the importance of cross-sector collaboration between 

technology, media, and legal institutions to combat the spread of fake content. Efforts 

should also focus on raising public awareness about identifying and distinguishing real 

from manipulated information. 

The studies employed diverse methodologies and theoretical frameworks, such as deep 

learning for AI-based detection, fifth-generation warfare theory for understanding rumors, 

and media framing theory for addressing fake content. The use of both quantitative and 

qualitative tools, including surveys and interviews, enriched the findings by evaluating both 

technical capabilities and social impacts. Collectively, these studies underscore the critical 

need for comprehensive strategies to address the technical, legal, and societal challenges 

posed by fake content on social media platforms. 

4 Training problems 

Information Overload Theory 

The information overload theory describes a state where individuals are unable to process 

the vast amount of information presented to them due to its rapid and continuous flow. This 

concept originated in the late 20th century when researchers began examining the effects of 

information abundance on decision-making clarity (Gare, 2024). The theory gained 

prominence with the advent of modern information and communication technologies, 

particularly the rise of the Internet and social media. These platforms inundate individuals 

with more information than they can comprehend or retain, leading to distraction and a 

decline in decision-making quality. Alvin Toffler, a writer and thinker, was the first to 

introduce this concept in his book Future Shock (Roetzel, 2019). 

Key Theoretical Assumptions: 

• The sheer volume of available information surpasses individuals' cognitive capacity, 

resulting in mental fatigue. 

• Overload information diminishes the ability to make decisions, understand, and 

recall information effectively. 

• Personal factors, such as an individual’s cognitive abilities and capacity to verify 

information influence the extent of susceptibility to information overload 

(Mustafa, 2024). 

The information overload theory emphasizes how excessive information impacts 

individuals’ capacity to make informed decisions. It suggests that when the influx of 

information exceeds an individual's ability to process it, distraction and confusion occur. 

This aligns with findings that the vast amount of information on social media platforms—

often including fake content—makes it challenging to differentiate between accurate and 

misleading information. 

Deep-fake technology exacerbates this issue by eroding users’ trust in content. The rapid 

flow of information often compels individuals to make hasty decisions without sufficient 

time to verify their accuracy. The theory and supporting research demonstrate that the high 
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volume and velocity of information not only facilitate the spread of fake content but also 

encourage quick, often uninformed decisions, reducing the overall quality of information 

processing and trust in digital platforms. 

**Theoretical Framework**   

Study Problem  

Social media platforms have become a fertile ground for leveraging artificial intelligence 

(AI) technologies to create and disseminate misleading information. Techniques such as 

deep-fake videos, altered texts, and manipulated images are increasingly used to produce 

fake content, making it difficult for users to discern genuine and fabricated information. As 

the sophistication of these falsehoods grows, user confidence in these platforms has eroded 

due to rising uncertainty. This study addresses the impact of AI technologies on user 

behavior and the factors contributing to the proliferation of misinformation. Furthermore, it 

aims to fill the research gap by exploring how these technologies are used to generate and 

distribute fake content and their subsequent effects on users’ trust. The central problem of 

the study is to "identify the methods through which artificial intelligence technologies are 

employed to present fake content on social media platforms and their influence on users’ 

confidence."   

Study Importance  

1. Expanding the scientific understanding of AI technologies and their societal effects in the 

digital era.   

2. Highlighting the mechanisms behind the production and dissemination of fake content.   

3. Examining the influence of fake content on collective perceptions and individual trust in 

information sources.   

4. Proposing recommendations and solutions to combat fake content on social media and 

improve detection mechanisms.   

5. Developing public policies to regulate AI in the digital sphere and guiding innovations 

toward enhancing information transparency.   

Study Objectives  

1. To identify how AI is used to produce content on social media platforms.   

2. To examine the impact of deepfake technology on user behavior on these platforms.   

3. To analyze the relationship between advancements in AI technologies and the rising 

quality of deepfake content.   

4. To investigate the correlation between exposure to fake content and trust levels among 

users.   

 

Study Questions  

1. How is artificial intelligence utilized in producing content on social media platforms?   

2. What is the impact of deepfake technology on user behavior on these platforms?   
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Study Hypotheses  

1. There is a relationship between users' exposure to fake content and their trust in the 

information provided by social media platforms.   

2. The quality of content produced through AI technologies affects user awareness of fake 

content.   

3. Verifying information sources before adoption or sharing increases trust in the content.   

Study Terms  

- Media Misinformation:  

  A deliberate effort to mislead or falsify facts with the goal of influencing public opinion 

and directing it in specific ways. This is achieved through propaganda techniques, 

psychological strategies, and modern technologies to distort reality and spread 

misinformation. Social media platforms are often used to amplify this content, enabling its 

rapid and wide dissemination, which enhances its impact on the public (Abdulaziz, 2022).   

-  Deep-fake:  

  A process that uses artificial intelligence and machine learning to replace faces in images 

or videos. AI algorithms are trained on datasets from various sources to reconstruct new 

faces and create manipulated video or audio clips. These techniques are also used to 

produce realistic fake audio (Muharram, 2022).   

-  Artificial Intelligence (AI):   

  The development of technology that can think and act in a human-like manner, going 

beyond merely simulating specific behaviors. AI relies on a knowledge base composed of 

algorithms and codes that enable computers to perform tasks autonomously and effectively 

(Azibi, 2024).   

This theoretical framework establishes the foundational understanding of AI’s role in 

producing and distributing fake content on social media platforms, as well as its 

implications for users' trust and behavior. It underscores the need to explore the interplay 

between AI-driven misinformation and public trust to develop effective mitigation 

strategies. 

Study Type and Methodology   

This study falls under the category of descriptive and exploratory research, which extends 

beyond mere description to delve deeper into the phenomenon (Tawaher & Othman, 2021). 

The research adopts the survey methodology, a structured scientific approach used by 

researchers to collect data on the study subject. Surveys can encompass either the entire 

target population or a large representative sample (Lamya, 2021).   

 

Study Tool  

The study utilized an electronic questionnaire as the primary tool for collecting data and 

information from the sample population. This method is one of the most used tools in 

survey research for gathering necessary data related to the study problem (Raqam, 
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BouSaha, & Haroush, 2022). The questionnaire was designed using Google Forms and 

consisted of a set of questions and statements organized into thematic sections. The final 

version of the questionnaire included 19 questions.   

Study Population and Sample  

The study population comprised users of social media platforms in Saudi Arabia. Data was 

collected by distributing the electronic questionnaire between September 1, 2024, and 

November 1, 2024. To ensure the validity of responses, the questionnaire's settings were 

adjusted appropriately. A simple random sampling method was employed, resulting in a 

sample size of 210 participants who completed the questionnaire.   

Validity and Reliability  

The questionnaire form was reviewed by a panel of media experts (*) to provide feedback 

and suggestions regarding the questions and their structure. The researchers incorporated 

the suggested revisions from these evaluators.   

 

Table 1: Cronbach's Alpha Reliability Coefficient 

Number of Items or Questions Cronbach's Alpha Coefficient for Reliability 

19 0.802 

 

The results in the table above indicate that Cronbach’s Alpha coefficient for the 

questionnaire items is 0.802, which reflects a high level of reliability.   

* Dr. Hassan Faraj Hassan, Assistant Professor, Department of Communication and Media 

Technology, University of Jeddah. 

Prof. Abdullah Al-Wazzan, Associate Professor, Department of Communication and Media 

Technology, University of Jeddah. 

Dr. Majed Diab Al-Zubair, Associate Professor, Department of Communication and Media 

Technology, University of Jeddah. 

Statistical Methods Used in the Study  

The study relied on the SPSS software (version 23) for data processing and analysis, 

employing the following statistical methods:   

1. Percentages.   

2. Frequencies.   

3. Pearson's correlation coefficient to measure the strength of associations for descriptive 

data that can be presented ordinally.   

This theoretical framework outlines the study's robust methodology, which leverages 

validated tools and statistical techniques to investigate the use of artificial intelligence 

technologies in generating fake content on social media platforms and their impact on user 

trust. 

5 Search Results 

The study presents its findings by clarifying the correlations between the independent and 
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dependent variables, as outlined in the study's hypotheses. 

Section 1: Basic Data 

Table 2: Age 

Age Group Frequency (n) Percentage (%) 

18–24 129 60.6 

25–34 36 16.9 

35–45 48 22.5 

Total 213 100 

 

Table 2 indicates the age distribution of the study sample. It shows that 60.6% of 

participants are aged 18–24, 22.5% are aged 35–45, and 16.9% are aged 25–34. This 

suggests that the majority of the sample consists of young social media users who are likely 

more aware of the content published on these platforms. 

 

Table 3: Gender 

Gender Frequency (n) Percentage (%) 

Male 30 14.1 

Female 183 85.9 

Total 213 100 

 

Table 3 shows the gender distribution of the study sample, with 85.9% of the participants 

being female and 14.1% male. 

 

Table 4: Educational Level 

Educational Level Frequency (n) Percentage (%) 

Intermediate 8 3.8 

Secondary 46 21.6 

University 159 74.6 

Total 213 100 

 

Table 4 indicates that 74.6% of the participants have a university-level education, 21.6% 

have a secondary-level education, and 3.8% have an intermediate-level education. This 

highlights that the majority of participants have a higher educational level, particularly 

university students, who are active followers of digital media. 

 

Table 5: Most Used Social Media Platforms 

Platform Frequency (n) Percentage (%) 

Instagram 25 11.7 

X (Twitter) 28 13.1 
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Platform Frequency (n) Percentage (%) 

Snapchat 67 31.5 

TikTok 93 43.7 

Total 213 100 

 

Table 5 reveals that TikTok is the most used platform (43.7%), followed by Snapchat 

(31.5%), X (13.1%), and Instagram (11.7%). 

 

Section 2: Trust in Content 

Table 6: Verification of Information Sources Before Adoption or Sharing 

Verification Frequency Frequency (n) Percentage (%) 

Always 98 46.0 

Sometimes 102 47.9 

Rarely 13 6.1 

Total 213 100 

 

Table 6 shows that 47.9% of users sometimes verify information sources before adopting or 

sharing, 46% always verify, and 6.1% rarely verify sources. 

 

Table 7: Trust in Information on Social Media 

Trust Level Frequency (n) Percentage (%) 

1 - Completely Untrustworthy 20 9.4 

2 - Largely Untrustworthy 39 18.3 

3 - Somewhat Trustworthy 123 57.7 

4 - Largely Trustworthy 25 11.7 

5 - Completely Trustworthy 6 2.8 

Total 213 100 

 

Table 7 reveals that 57.7% of users find information on social media somewhat 

trustworthy, while 18.3% find it largely untrustworthy. Only 2.8% of participants find 

social media completely trustworthy. 

 

Table 8: Impact of Design and Appearance on Trust 

Impact Level Frequency (n) Percentage (%) 

1 - No Impact at All 34 16.0 

2 - Slight Impact 22 10.3 

3 - Moderate Impact 43 20.2 

4 - Significant Impact 46 21.6 
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Impact Level Frequency (n) Percentage (%) 

5 - Very Significant Impact 68 31.9 

Total 213 100 

 

Table 8 shows that 31.9% of users believe the design and appearance of content have a very 

significant impact on trust, while 21.6% reported a significant impact and 20.2% indicated 

a moderate impact. 

 

Table 9: Most Trusted Sources on Social Media 

Source Frequency (n) Percentage (%) 

Friends 84 22.9 

Influencers 23 6.3 

Official Pages 162 44.1 

Traditional Media 98 26.7 

Total 367 100 

 

Table 9 reveals that official pages are the most trusted source on social media (44.1%), 

followed by traditional media (26.7%), friends (22.9%), and influencers (6.3%). 

These findings provide a comprehensive understanding of user demographics, behaviors, 

and levels of trust in content on social media platforms, highlighting the role of design, 

source reliability, and user verification habits in shaping trust and interaction. 

Table 10: User Perceptions on Mentions Increasing Trust in Content 

Response Frequency (n) Percentage (%) 

Yes 72 33.8 

No 61 28.6 

Neutral 80 37.6 

Total 213 100 

 

Table 10 reveals that 37.6% of users remained neutral about mentions increasing trust in 

content, while 33.8% believed mentions enhance trust, and 28.6% disagreed. 

 

Table 11: Methods Users Use to Identify Fake Content 

Method Frequency (n) Percentage (%) 

Using reliable sources 158 53.0 

Reading comments and opinions 138 46.3 

Others 2 0.7 

Total 298 100 
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Method Frequency (n) Percentage (%) 

(n = 213)   

  

Table 11 indicates that 53% of users identify fake content by using reliable sources, while 

46.3% rely on comments and opinions, and 0.7% use other methods such as analyzing links 

or activated comments. 

 

Table 12: Impact of Social Media Opinions and Discussions on Awareness of Fake Content 

Response Frequency (n) Percentage (%) 

Yes 120 56.3 

No 48 22.5 

Neutral 45 21.1 

Total 213 100 

 

Table 12 shows that 56.3% of users stated that social media opinions and discussions 

significantly influence their awareness of fake content, while 22.5% believed they do not, 

and 21.1% remained neutral. 

 

Table 13: Previous Exposure to Fake Content 

Response Frequency (n) Percentage (%) 

Yes 88 41.3 

No 125 58.7 

Total 213 100 

 

Table 13 reveals that 58.7% of users had not encountered fake content, while 41.3% had 

prior exposure. 

User Reactions to Identifying Fake Content: 

• Surprise at the realistic nature of fake content. 

• Warning acquaintances and blocking the content if possible. 

• Disbelief that the source appeared highly credible. 

• Reporting the content. 

• Feelings of disappointment for believing the fake content. 

• Learning a lesson to only trust content from verified sources. 

•  

Table 14: Preference for Educational Courses on Identifying Fake Content. 

Response Frequency (n) Percentage (%) 

Yes 103 48.4 

No 52 24.4 
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Response Frequency (n) Percentage (%) 

Neutral 58 27.2 

Total 213 100 

 

Table 14 indicates that 48.4% of users prefer educational courses on identifying fake 

content, while 27.2% remained neutral, and 24.4% did not express interest. 

 

Table 15: Awareness of AI Technologies 

Response Frequency (n) Percentage (%) 

Yes 62 29.1 

No 84 39.4 

Neutral 67 31.5 

Total 213 100 

 

Table 15 shows that 39.4% of users felt they lacked sufficient knowledge of AI 

technologies, 31.5% remained neutral, and 29.1% believed they were knowledgeable. 

 

Table 16: Use of AI-Based Applications or Services in Daily Life 

Response Frequency (n) Percentage (%) 

Yes 111 52.1 

No 72 33.8 

Neutral 30 14.1 

Total 213 100 

 

Table 16 reveals that 52.1% of users use AI-based applications or services, 33.8% do not, 

and 14.1% remain neutral. 

 

Table 17: Perceived Impact of AI on Content Quality on Social Media 

Impact Level Frequency (n) Percentage (%) 

1 - Extremely Negative 14 6.6 

2 - Largely Negative 25 11.7 

3 - No Impact 93 43.7 

4 - Largely Positive 42 19.7 

5 - Extremely Positive 39 18.3 

Total 213 100 

 

Table 17 shows that 43.7% of users believe AI has no impact on content quality, while 
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19.7% perceive a largely positive impact, and 18.3% view it as extremely positive. 

 

Table 18: Knowledge of AI Technologies Used in Content Creation 

Response Frequency (n) Percentage (%) 

Yes 109 51.2 

No 104 48.8 

Total 213 100 

 

Table 18 reveals that 51.2% of users are aware of AI technologies used in content creation, 

while 48.8% are not. 

 

Table 19: Concerns About Use of AI in Content Creation 

Concern Frequency (n) Percentage (%) 

Loss of credibility 125 33.0 

Spread of misinformation 135 35.6 

Reduced human interaction 117 30.9 

Others 2 0.5 

Total 379 100 

(n = 213)   

 

Table 19 indicates that 35.6% of users are most concerned about the spread of 

misinformation, 33% about loss of credibility, and 30.9% about reduced human interaction. 

These results provide detailed insights into user behavior, awareness, and perceptions of AI 

and its implications for content quality and trust on social media platforms. 

Hypothesis Validity Testing 

Hypothesis 1: There is a relationship between users' exposure to fake content and trust 

in the information provided by social media platforms. 

 

Table 20: Correlation Between Users' Exposure to Fake Content and Trust in Social Media 

Information 

Variable 
Pearson Correlation 

Coefficient 

Significance Level (p-

value) 

Sample Size 

(n) 

Exposure to Fake 

Content 
-0.745 0.004 213 

 

Table 20 shows a strong negative correlation that is statistically significant between users' 

exposure to fake content and their trust in the information provided by social media 

platforms. The Pearson correlation coefficient is -0.745, with a significance level of 0.004. 
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This indicates that greater exposure to fake content reduces users’ trust in social media 

information, while limited exposure to fake content tends to increase trust. 

 

Hypothesis 2: There is a relationship between the effects of artificial intelligence 

technologies on content quality and awareness of fake content. 

 

Table 21: Correlation Between AI Effects on Content Quality and Awareness of Fake 

Content 

Variable 
Pearson Correlation 

Coefficient 

Significance Level 

(p-value) 

Sample 

Size (n) 

Effects of AI Technologies on 

Content Quality 
0.697 0.001 213 

 

Table 21 indicates a moderate positive correlation that is statistically significant between 

the effects of AI technologies on content quality and awareness of fake content. The 

Pearson correlation coefficient is 0.697, with a significance level of 0.001. This suggests 

that AI technologies’ influence on content quality increases users’ awareness of fake 

content. 

Hypothesis 3: There is a relationship between verifying information sources before 

adoption or sharing and increased trust in content. 

 

Table 22: Correlation Between Verifying Information Sources and Increased Trust in 

Content. 

Variable 
Pearson Correlation 

Coefficient 

Significance Level (p-

value) 

Sample Size 

(n) 

Verifying Information 

Sources 
0.683 0.002 213 

 

Table 22 demonstrates a moderate positive correlation that is statistically significant 

between verifying information sources before adoption or sharing and increased trust in 

content. The Pearson correlation coefficient is 0.683, with a significance level of 0.002. 

This indicates that verifying sources significantly enhances trust in content. Conversely, a 

lack of verification reduces trust in content substantially. 

These findings validate the proposed hypotheses, providing statistical evidence of the 

relationship between exposure to fake content, the influence of AI technologies, source 

verification, and trust in social media information. These results underline the importance 

of combating fake content and enhancing user practices, such as source verification, to 

maintain trust in social media platforms. 

6 Discussion 

Based on a comprehensive discussion of the study's findings and hypothesis testing, several 
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key conclusions were drawn: 

The first hypothesis revealed a strong, statistically significant negative correlation between 

users’ exposure to fake content and their trust in the information provided by social media. 

The Pearson correlation coefficient was -0.745, with a significance level of 0.004. This 

finding suggests that frequent and repeated exposure to false content diminishes trust in 

social media platforms. As the prevalence of false content increases, users become more 

skeptical about the credibility of the information sources, reducing their willingness to trust 

the content they encounter. Conversely, limited exposure to fake content can bolster users’ 

trust. When users encounter fake content rarely, they may view it as an anomaly, 

reinforcing their confidence that most social media content is reliable. 

The second hypothesis demonstrated a moderate, statistically significant positive 

correlation between the effects of artificial intelligence (AI) technologies on content quality 

and users’ awareness of fake content. The Pearson correlation coefficient was 0.697, with a 

significance level of 0.001. AI technologies utilize advanced algorithms to analyze text, 

images, and videos, detecting signs of manipulation, such as inconsistencies or 

modifications. This enables AI systems to alert users to potential fake content, thereby 

increasing their awareness and equipping them to distinguish between authentic and 

misleading information. 

The third hypothesis revealed a moderate, statistically significant positive correlation 

between verifying information sources before adopting or sharing them and increased 

confidence in the content. The Pearson correlation coefficient was 0.683, with a 

significance level of 0.002. Verification is a critical step in ensuring the accuracy of 

information and demonstrates users' or transmitters' commitment to sharing reliable 

content. This process strengthens public trust in the content, as it highlights a commitment 

to accuracy and authenticity. Conversely, neglecting source verification increases the 

likelihood of spreading inaccurate information, undermining public trust. Without effective 

verification mechanisms, users may perceive content as unreliable, contributing to the 

spread of false information. 

Public trust in social media content is a significant focus in media and communication 

research. This trust is influenced by various factors, including the spread of false content 

and the effectiveness of AI technologies in detecting it. Previous studies have shed light on 

these dynamics: 

• The study by Olan, Jayawickrama, Arakpogun, Suklan, and Liu (2022) highlighted 

how the prevalence of false content exacerbates distrust in media, heightens 

social divisions, and raises concerns about its impact on public decision-making. 

• Tung and Lan (2024) examined university students' awareness of the need to verify 

content on TikTok. Despite increased awareness, many students expressed a lack 

of trust in the platform’s content, underscoring the role of verification in fostering 

trust between audiences and the content they consume. 

• Mahjoub (2023) explored the efforts of Sudanese media institutions to combat fake 

content using digital tools, emphasizing the necessity of strict laws to curb its 

spread. 

• Amr (2024) discussed the impact of deep-fake technology powered by AI on media 

credibility. The study indicated that while deepfake technology can enhance 
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content manipulation, it also significantly increases the spread of rumors, 

weakening public trust. 

From these findings, it can be concluded that trust in social media is heavily influenced by 

the prevalence of fake content and users’ ability to identify it. The effective application of 

AI technologies can play a crucial role in raising users’ awareness of fake content, 

ultimately fostering greater trust and promoting more responsible use of digital platforms. 

7 Conclusion and Recommendations 

This research highlights the significant impact of artificial intelligence (AI) techniques in 

creating and disseminating fake content on social media platforms and their subsequent 

effects on users' trust. The findings reveal critical relationships between exposure to false 

content, the role of AI in content verification, and the importance of user practices such as 

source verification.   

The study concludes that excessive exposure to fake content undermines users' trust in 

social media, emphasizing the need for platforms to employ effective mechanisms for 

identifying and limiting the spread of false information. AI technologies, with their 

advanced capabilities to analyze and detect manipulated content, play a pivotal role in 

enhancing users' awareness and enabling them to differentiate between real and fake 

content. This underscores the value of integrating AI-driven tools in content moderation 

strategies to foster a trustworthy digital environment.   

Moreover, the research demonstrates that verifying information sources before adoption or 

sharing significantly enhances trust. This highlights the importance of promoting media 

literacy and educating users about verification practices to mitigate the impact of 

misinformation.   

The study also underscores the role of social media platforms in addressing the challenges 

posed by fake content. Collaborating with AI developers, policymakers, and educators to 

create robust frameworks for detecting and managing misinformation can strengthen public 

trust and ensure responsible use of social media.   

In conclusion, building trust in social media platforms requires a multifaceted approach that 

includes leveraging AI technologies, enhancing user awareness, and fostering a culture of 

verification and accountability. These efforts are crucial for combating the spread of fake 

content and creating a more reliable and transparent digital information ecosystem. 

Recommendations : 

1. Enhance Verification Mechanisms 

It is recommended that social media platforms adopt advanced technologies to 

ensure content accuracy before publication or promotion. Leveraging sophisticated 

AI algorithms can effectively detect and flag fake content, improving overall 

content credibility. 

2. Promote AI Ethics 

Establish strict ethical standards governing the use of AI in content creation to 

mitigate the risk of exploiting these technologies for spreading false information. 

Ethical guidelines will help ensure that AI is used responsibly. 
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3. Conduct Studies on User Perception 

It is recommended to conduct studies that explore the gaps in AI awareness among 

different user groups. Such research can inform the design of targeted awareness 

strategies, effectively educating each demographic on AI technologies and their 

implications. 

4. Develop Digital Trust Metrics 

Develop standardized metrics to measure digital trust levels among social media 

users. By analyzing user experiences with content and monitoring interactions with 

both reliable and misleading materials through AI tools, platforms can better 

understand and address trust issues. 

5. Study Cross-Cultural Impacts 

Investigate the effects of AI-generated fake content on user trust across different 

countries and cultures. Understanding how cultural factors influence trust levels can 

inform the development of tailored strategies to mitigate the negative impact of fake 

content globally. 
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